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**Definition (Signature Scheme)**

A signature scheme consists of four algorithms:

- **Setup**(1^n): parameters
- **Keygen**(parameters): public verification key pk, secret signature key sk
- **Sign**(sk, m): signature σ on message m under sk
- **Verify**(pk, m, σ): check whether σ is valid on m
Overview for Code-based Signature

1. Hash-&-Sign Signature
2. Proof of Knowledge: Identification protocol → Signature
3. Schnorr-type Signature

Question: Can we construct other secure Schnorr-type Signature in code-based setting (with compact key sizes and signature sizes)?
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Keygen: \( pk = (h) \) and \( sk = (e_1, e_2) \)
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- \( \text{rk}(z_2) = (r_{y_2} + r_{u_2})r_{e_2}, \text{rk}(z_2h^{-1}) = (r_{y_2} + r_{u_2})r_{e_1} \)
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Rank Preserving Signature (RPS): set \( r_{e_1} = r_{e_2} \),
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Keygen: \( pk = (h) \) and \( sk = (e_1, e_2) \)

Sign: \( \sigma = (c, s, z_1, z_2) \)

Verify\((pk, m, \sigma)\): Compute

\[
\vartheta_{m,k} = \min\{m - 1, k - 1\}, \quad \gamma = (z_1, z_2)H^T - cs.
\]

Check whether

- \( c = \mathcal{H}(\gamma, s, m, pk) \)
- \( \text{rk}(z_1) = (r_{y_1} + r_{u_1})r_{e_1}, \text{rk}(zh) = (r_{y_1} + r_{u_1})r_{e_2} \)
- \( \text{rk}(z_2) = (r_{y_2} + r_{u_2})r_{e_2}, \text{rk}(z_2h^{-1}) = (r_{y_2} + r_{u_2})r_{e_1} \)
- \( \text{rk}(s) = r_{u_1}r_{e_2} + r_{u_2}r_{e_1}, \text{rk}(sh) \geq \vartheta_{m,k}, \text{rk}(sh^{-1}) \geq \vartheta_{m,k} \)
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Rank Preserving Signature (RPS): set \( r_{e_1} = r_{e_2} \), then\( \text{rk}(z) = \text{rk}(zH^T) \), i.e., rank of the signature is preserved.
### Problem (Rank Syndrome Decoding (RSD) Problem)

Let $H$ be a full rank $(n - k) \times n$ matrix over $\mathbb{F}_{q^m}$, $s \in \mathbb{F}_{q^m}^{n-k}$ and $r$ an integer. The RSD$\gamma_H(q, m, n, k, r)$ is to determine a vector $x \in \mathbb{F}_{q^m}^n$ such that $xH^T = s$ and $\text{rk}(x) = r$. 

Given $\gamma = (y_1e_1, y_2e_2)H^T$. Aim: Determine $(y_1e_1, y_2e_2)$. 
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Problem (Rank Support Basis Decomposition (RSBD) Problem)

Let \( X \subset \mathbb{F}_{q^m} \) be an \( rd \)-dimensional product space such that \( X = A.B \), where \( A \in \text{Gr}(r, \mathbb{F}_{q^m}) \) and \( B \in \text{Gr}(d, \mathbb{F}_{q^m}) \). The RSBD problem is to determine bases for \( A \) and \( B \) such that \( X = A.B \), \( \dim(A) = r \) and \( \dim(B) = d \).

Given \( z_i = (y_i + cu_i)e_i \).

Aim: Let \( T_i = \text{supp}(y_i + cu_i) \). Then we have \( Z_i = T_i.E_i \).

Determine \( T_i \) and \( E_i \) such that

\[
Z_i = T_i.E_i, \quad \dim(T_i) = r_{y_i} + r_{u_i}, \quad \dim(E_i) = r_{e_i}.
\]
We define a new problem:

**Problem (Rank Vector Decomposition (RVD) Problem)**

Let $X \in \text{Gr}(r_1, F_{q^m})$, $Y \in \text{Gr}(r_2, F_{q^m})$ and $Z \in \text{Gr}(r_3, F_{q^m})$ such that $X \cap Y = 0$ and $Z \cap Y = 0$. Given $a = x + y$ and $b = y + z$ such that $x \in X^k$, $y \in Y^k$, $z \in Z^k$, $r_1 + r_2 < m$, $r_2 + r_3 < m$ and $r_1 + r_2 + r_3 \geq m$. The RVD$_{a,b}$ problem is to determine the unique pair $(Y, y)$ such that $a = x + y$ and $b = y + z$. 
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We define a new problem:

**Problem (Rank Vector Decomposition (RVD) Problem)**

Let \( X \in \text{Gr}(r_1, \mathbb{F}_{q^m}) \), \( Y \in \text{Gr}(r_2, \mathbb{F}_{q^m}) \) and \( Z \in \text{Gr}(r_3, \mathbb{F}_{q^m}) \) such that \( X \cap Y = \emptyset \) and \( Z \cap Y = \emptyset \). Given \( a = x + y \) and \( b = y + z \) such that \( x \in X^k \), \( y \in Y^k \), \( z \in Z^k \), \( r_1 + r_2 < m \), \( r_2 + r_3 < m \) and \( r_1 + r_2 + r_3 \geq m \). The RVD\(_{a,b}\) problem is to determine the unique pair \((Y, y)\) such that \( a = x + y \) and \( b = y + z \).

Given \( z_1 h = y_1 e_2 + cu_1 e_2 \) and \( cs = cu_1 e_2 + cu_2 e_1 \).

Aim: Let \( v = y_1 e_2 \), \( w = cu_1 e_2 \) and \( t = cu_2 e_1 \). Then we have \( a = v + w \) and \( b = w + t \). Determine \( w \) so that the above holds.

Our best solving complexity to solve RVD\(_{a,b}(q, m, k, r_1, r_2, r_3)\) is

\[
O \left( (\min\{r_1, r_3\} + r_2)^3 k^3 q^{r_2(r_1+r_2+r_3-m)} \right).
\]
Parameters for RPS Signature

Keygen: \( pk = (h) \) and \( sk = (e_1, e_2) \)

Sign: \( \sigma = (c, s, z_1, z_2) \)

<table>
<thead>
<tr>
<th>Schemes</th>
<th>size pk</th>
<th>size sk</th>
<th>size ( \sigma )</th>
<th>Sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPS-C1</td>
<td>443 B</td>
<td>74 B</td>
<td>4.027 KB</td>
<td>128</td>
</tr>
<tr>
<td>RPS-C2</td>
<td>494 B</td>
<td>79 B</td>
<td>5.993 KB</td>
<td>192</td>
</tr>
<tr>
<td>MURAVE-1</td>
<td>5.33 KB</td>
<td>1.24 KB</td>
<td>9.69 KB</td>
<td>128</td>
</tr>
<tr>
<td>Durandal-I</td>
<td>15.25 KB</td>
<td>2.565 KB</td>
<td>4.06 KB</td>
<td>128</td>
</tr>
<tr>
<td>cRVDC</td>
<td>0.152 KB</td>
<td>0.151 KB</td>
<td>22.48 KB</td>
<td>125</td>
</tr>
<tr>
<td>CVE</td>
<td>7.638 KB</td>
<td>0.210 KB</td>
<td>436.6 KB</td>
<td>80</td>
</tr>
</tbody>
</table>
Parameters for RPS Signature

Keygen: \( pk = (h) \) and \( sk = (e_1, e_2) \)

Sign: \( \sigma = (c, s, z_1, z_2) \)

We consider \( q = 2, \, r_{e_1} = r_{e_2}, \, r_{y_1} = r_{u_2} \) and \( r_{y_2} = r_{u_1} \).

Table: Parameters and Comparisons with Other Rank-based Signatures

<table>
<thead>
<tr>
<th>Schemes</th>
<th>size_{pk}</th>
<th>size_{sk}</th>
<th>size_{\sigma}</th>
<th>Sec_{CL}</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPS-C1</td>
<td>443 B</td>
<td>74 B</td>
<td>4.027 KB</td>
<td>128</td>
</tr>
<tr>
<td>RPS-C2</td>
<td>494 B</td>
<td>79 B</td>
<td>5.993 KB</td>
<td>192</td>
</tr>
<tr>
<td>MURAVE-1</td>
<td></td>
<td></td>
<td>5.33 KB</td>
<td>128</td>
</tr>
<tr>
<td>Durandal-I</td>
<td></td>
<td></td>
<td>15.25 KB</td>
<td>128</td>
</tr>
<tr>
<td>cRVDC</td>
<td></td>
<td></td>
<td>0.152 KB</td>
<td>125</td>
</tr>
<tr>
<td>CVE</td>
<td></td>
<td></td>
<td>7.638 KB</td>
<td>80</td>
</tr>
</tbody>
</table>
Parameters for RPS Signature

Keygen: \( pk = (h) \) and \( sk = (e_1, e_2) \)  
Sign: \( \sigma = (c, s, z_1, z_2) \)

We consider \( q = 2, \ r_{e_1} = r_{e_2}, \ r_{y_1} = r_{u_2} \) and \( r_{y_2} = r_{u_1} \).

Table: Parameters and Comparisons with Other Rank-based Signatures

<table>
<thead>
<tr>
<th>Schemes</th>
<th>size(_{pk})</th>
<th>size(_{sk})</th>
<th>size(_{\sigma})</th>
<th>Sec(_{CL})</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPS-C1</td>
<td>443 B</td>
<td>74 B</td>
<td>4.027 KB</td>
<td>128</td>
</tr>
<tr>
<td>RPS-C2</td>
<td>494 B</td>
<td>79 B</td>
<td>5.993 KB</td>
<td>192</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Schemes</th>
<th>size(_{pk})</th>
<th>size(_{sk})</th>
<th>size(_{\sigma})</th>
<th>Sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPS-C1</td>
<td>0.443 KB</td>
<td>0.074 KB</td>
<td>4.027 KB</td>
<td>128</td>
</tr>
<tr>
<td>MURAVE-1</td>
<td>5.33 KB</td>
<td>1.24 KB</td>
<td>9.69 KB</td>
<td>128</td>
</tr>
<tr>
<td>Durandal-I</td>
<td>15.25 KB</td>
<td>2.565 KB</td>
<td>4.06 KB</td>
<td>128</td>
</tr>
<tr>
<td>cRVDC</td>
<td>0.152 KB</td>
<td>0.151 KB</td>
<td>22.48 KB</td>
<td>125</td>
</tr>
<tr>
<td>CVE</td>
<td>7.638 KB</td>
<td>0.210 KB</td>
<td>436.6 KB</td>
<td>80</td>
</tr>
</tbody>
</table>
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